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Abstract

Americans have felt the impacts of data breaches annually for over a decade. In the past few years, the impact and number of those breaches have increased, compromising millions of Americans’ informational privacy. This Article examines the privacy protections available to Americans and the issues arising from the lack of regulations that specifically protect data privacy. Section I of this Article offers an overview of privacy in American legal history and case law, global regulatory models, and some notable privacy regulations. Section II explores where those regulatory models and the consumer experience are lacking. Section III takes lessons learned from existing privacy regulations and proposes a suggested mitigation for the national data privacy problem. Finally, Section IV provides concluding thoughts.
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INTRODUCTION

This Article will examine the privacy protections offered to Americans and the issues arising from the lack of regulations that specifically protect data privacy. Americans have felt the impacts of data breaches annually for over a decade.¹ In the
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past few years, the impact and number of those breaches have increased, compromising millions of Americans’ informational privacy.2 The right to privacy
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feels fundamentally American and has been repeatedly defended in our legal history, yet nowhere in our Constitution does it explicitly say all Americans have such a right. To combat this conflict between the amount of privacy we expect and the amount we experience, the United States should enact data privacy legislation similar to the European Union’s General Data Protection Regulation (GDPR). Congress must provide an agency, such as the FTC, the power to create and maintain an enforceable comprehensive model data privacy regulation. A codified national regulation would allow the American public to hold the private sector accountable for misusing their data and breaching their informational privacy. Section I of this Article offers an overview of privacy in American legal history and case law, global regulatory models, and some notable privacy regulations. Section II explores where those regulatory models and the consumer experience are lacking. In Section III, I take lessons learned from existing privacy regulations and propose a suggested mitigation for the national data privacy problem. Finally, Section IV provides concluding thoughts.

I. PRIVACY LAW

A. In American Legal History

Privacy has long existed as a legal concept in torts, property law, and, arguably, the Constitution. Over the last century, the Supreme Court has considered a progression of cases which expanded individual privacy rights protected by certain constitutional amendments. While the Court has relied on frameworks, like Justice Rehnquist’s “history and traditions” test to determine whether specific liberty rights are afforded by the Fourteenth Amendment’s Due Process Clause, the Court in Lawrence indicated that the list of privacy issues protected by the Constitution may grow as an outcome of changing times and the growth associated with each generation. History and traditions should be treated merely as “the starting point but not in all cases the ending point of the substantive due process inquiry.”

1. The Legal Notion of Privacy

The legal notion of privacy protections can be found in multiple legal subject areas, including torts and property law. Noted torts scholar William Prosser
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originally categorized invasion of privacy into four groups within tort law. These include: intrusion upon a plaintiff’s seclusion, solitude, or private affairs; public disclosure of private facts; publicity that places a plaintiff in false light; and appropriation of a plaintiff’s name or likeness. Within this categorization, a breach of informational privacy would fall under public disclosure of private facts. “Unlike libel or slander, truth is not a defense for invasion of privacy.” If this is interpreted to include modern technology, it would inculpate firms whose databases of personal information, like home addresses and health information, are breached, and just because that published or leaked information about individuals is true does not absolve the firm from invading those individuals’ personal privacy.

In property law, the castle doctrine is the closest analogy to privacy protections. Black’s Law Dictionary defines the castle doctrine as an “exception to the [rule to withdraw from a dangerous situation] allowing the use of deadly force to protect one’s own home and its inhabitants from attack, especially from a trespasser who intends to commit a felony or inflict serious bodily harm.” The doctrine allows an individual to protect their private property from unauthorized entrants. Broadly interpreted to include modern technology, it would give individuals the right to protect their information from attack, placing the responsibility to safeguard individuals’ information on firms.

2. The Supreme Court’s Holding on Privacy

Though the right to privacy does not appear explicitly in the Constitution, The Supreme Court has historically interpreted the Bill of Rights and the Fourteenth Amendment to include such protections. A number of 20th and 21st century Supreme Court cases form the foundation for what privacy means in the digital age.

In Samuel Warren and Louis Brandeis’ 1890 law review article, “The Right to Privacy,” a soon-to-be-appointed Justice Brandeis describes the “right to be let alone” as being able to live one’s private life in peace, specifically in the context of
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protecting individual privacy from becoming publicized. His description of the principle of protecting individual privacy directly aligns with the data privacy regulations called for by this Article. The Fourth Amendment mirrors this principle by providing a “right . . . to be secure” against unreasonable government intrusion. The Fourteenth Amendment’s protection of liberty similarly supports the argument that the right to privacy exists in the Constitution. These two Amendments are the primary focus of the following cases.

a. Olmstead v. United States (1928)

In Olmstead, the petitioners were convicted of conspiracy to violate the National Prohibition Act. Prohibition officers gathered evidence of this illegal activity by wiretapping the phone lines of four of the petitioners. The Court held that because the physical wiretaps were located along phone lines on public property, the evidence was collected without trespassing upon the individuals’ properties, and thus the search did not require a warrant and did not violate the Fourth Amendment.

Justice Brandeis dissented, stating that because the government itself conceded that wiretaps constitute a search and seizure, the Fourth Amendment requires warrants for such searches. Additionally, he pointed out that the wiretaps essentially forced the petitioners to act as witnesses against themselves, violating the Fifth Amendment. Despite the “subtler and more far-reaching means of invading privacy . . . available to the Government,” Brandeis continues, the founding fathers intended to protect “the right to be let alone,” and thus “every unjustifiable intrusion by the Government upon the privacy of the individual, whatever the means employed, must be deemed a violation of the Fourth Amendment.”
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Brandeis’ interpretation was soon upheld in *Katz*, which overturned *Olmstead*.21 In *Katz*, FBI agents placed listening and recording devices outside the public phone booth the petitioner made calls from.22 The Court held that this wiretapping, though conducted on a public phone booth with “no physical [trespass] to the area occupied by the petitioner,”23 was unconstitutional and violated the Fourth Amendment, because the Amendment “protects people—and not simply “areas”—against unreasonable search and seizures . . . .”24

b. Griswold v. Connecticut (1965)

The defendants, a director of a medical clinic and a doctor, were convicted of violating a state law that prohibited them from dispensing birth control devices to married couples.25 The Court reversed the convictions, holding that the privacy rights implicit in the Bill of Rights protected the decisions made in one’s private life.26 The Court discussed the privacy protections in the Third Amendment’s right to refuse to quarter soldiers without consent, the Fourth Amendment’s right to be secure from unreasonable searches and seizures, the Fifth Amendment’s protection against self-incrimination, and the Ninth Amendment’s right to have rights not enumerated in the Constitution.27 The majority also touched on the Fourteenth Amendment’s protection of liberty and First Amendment’s freedom of speech and press as fundamental personal rights, concluding that “the First Amendment has a penumbra where privacy is protected from governmental intrusion.”28


Essentially a rehashing of *Roe v. Wade*,29 Planned Parenthood asked the question of whether a state’s anti-abortion statute violated the Due Process Clause.30 The Court reaffirmed *Roe’s* main holding, clarifying that this Constitutional protection of a woman’s decision over her pregnancy “derives from the Due Process
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Clause of the Fourteenth Amendment. It declares that no State shall ‘deprive any person of life, liberty, or property, without due process of law.’ The controlling word in the cases before us is ‘liberty.’”


The respondents, four physicians who treated terminally ill patients, believed Washington state’s classification of assisted suicide as a felony was unconstitutional under the Due Process Clause. The Court disagreed, stating that it “has regularly observed that the [Due Process] Clause specially protects those fundamental rights and liberties which are, objectively, deeply rooted in this Nation’s history and tradition.”

Though the ruling seemed contrary to the earlier protections of some bodily and decisional autonomy prescribed in Planned Parenthood, the focus on the “history and traditions” test showed the Court’s consistency in the two decisions. The right to assist another individual’s suicide did not track with societal norms, but the privacy rights inherent in bodily and decisional autonomy did.


The Court considered whether a Texas statute that made it illegal for individuals of the same sex to engage in intimate sexual conduct violated the Due Process Clause. It held that the statute was unconstitutional, a holding consistent with the Griswold and Roe clarifications of the liberty and personal decision-making protections in the Fourteenth Amendment. While same-sex marriages were not yet legal at the time, the “history and traditions” test indicated that prior holdings had paved the way for Fourteenth Amendment protections for intimate relations between same-sex couples. The majority wrote:

“Had those who drew and ratified the Due Process Clauses of the Fifth Amendment or the Fourteenth Amendment known the components of liberty in its manifold possibilities, they might have been more specific. . . . They knew times can blind us to certain
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truths and later generations can see that laws once thought necessary and proper in fact serve only to oppress. As the Constitution endures, persons in every generation can invoke its principles in their own search for greater freedom.”


Building on Glucksberg and Lawrence, the Court in Obergefell expanded on the Fourteenth Amendment’s liberty interest and held that the Amendment protected same-sex couples’ right to marry. Echoing Lawrence, the Court stated, “[h]istory and tradition guide and discipline this inquiry but do not set its outer boundaries. . . . That method respects our history and learns from it without allowing the past alone to rule the present.”

g. Riley v. California (2014)

An officer stopped the petitioner for a traffic violation and searched his person and phone. The officer noticed that the petitioner used certain terminology in his texts linking him with a gang and potentially with a recent shooting. During his trial for multiple convictions resulting from that evidence, the petitioner contended that the search and seizure of his phone were performed without a warrant and that the associated evidence taken from his phone was in violation of the Fourth Amendment and thus inadmissible. The Court agreed and required that police officers must obtain a warrant before searching cell phones and digital devices. While statutes may not account for the vast quantity of sensitive personal information now held on smart phones, the fact that modern day individuals carry around this amount of personal data instead of hiding it at home does not make their privacy “any less worthy of the protection for which the Founders fought.”
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h. Carpenter v. United States (2018)

One of four men suspected of armed robbery was arrested and provided his cell phone to the FBI. The FBI used phone numbers of the other participants found therein to obtain cell phone location records that placed the other three men, including the petitioner, at the robbery, leading to six counts of robbery and other charges. The petitioner asserted that because his physical location was collected through cell phone location records that were obtained without a warrant, his Fourth Amendment right was violated. Restating Riley and explaining that a person’s reasonable expectation of privacy includes not expecting to have physical movements tracked through cell phone records, the Court held that the warrantless acquisition of cell phone records violated the petitioner’s Fourth Amendment right. The Court referred back to Brandeis’ dissent in Olmstead, writing, “the Court is obligated—as ‘[s]ubtler and more far-reaching means of invading privacy have become available to the Government’—to ensure that the ‘progress of science’ does not erode Fourth Amendment protections.”

B. In Practice

Understanding the regulations currently protecting or failing to protect Americans’ privacy depends on understanding the terms commonly used within them. An organization or entity that collects and stores data is a controller, while the entity that processes that data for business purposes like advertising or internal analytics is a processor. An entity can sometimes be both the controller and the processor. An individual whose data is being collected is a data subject, and data that contains personal information that can be traced back to that individual is personal data, and can sometimes qualify as personally identifiable information (PII). The granularity of the definition of PII varies between regulations and even organizational policies.

The European Union enacted the General Data Protection Regulation (GDPR) in May of 2018 to protect the personal data and privacy rights of individuals in the
EU. GDPR contains 99 articles detailing privacy and technology rules that make other national privacy regulations pale in comparison, most of which are not discussed in this paper for brevity; however, a few examples are outlined below to illustrate its breadth and approach.

An update to the 1995 EU Privacy Directive that required data processing, collection, and retention be limited, recommended Privacy by Design—privacy that is integrated into organizational processes from the inception of those processes, and allowed data subjects to be able to edit their data to maintain a certain level of privacy and consent from the data subject. By creating this update, GDPR added a new right of data portability.

Data portability allows the data subject to request their data be moved from one controller’s databases to another’s. Not only are entities with at least 250 employees required to comply with GDPR, they also must employ a Data Protection Officer to provide expertise on data protection laws and procedures. Small businesses with fewer than 250 employees are still required to be GDPR-compliant if they regularly process the personal data of international data subjects. GDPR also mandates that controllers report any security breach where data was stolen, changed, lost, or accidentally disclosed “within 72 hours of discovery,” one of the strictest breach notification requirements in the world right now. The fine for being noncompliant is up to €20 million or 4% of annual revenue, whichever is higher.

Other countries have taken inspiration from GDPR and enacted similar regulations. South Africa enacted the Protection of Personal Information Act (POPIA) in November 2013. Though it went into effect first, parts of POPIA were borrowed directly from released GDPR drafts. Despite this, its scope is
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jurisdictionally much more limited than GDPR; POPIA applies to the personal information of data subjects and legal entities processed in South Africa, while GDPR applies to the personal data of all data subjects from EU member countries, regardless of where that data is collected or processed.\textsuperscript{62} All businesses, no matter the size, must have a Data Protection Officer and report breaches “as soon as reasonably possible.”\textsuperscript{63} Finally, organizations within South Africa that do not follow POPIA are fined up to 10 million ZAR, which is roughly 3\% of GDPR’s maximum fine.\textsuperscript{64}

Within the United States, California was the first state to enact a comparable privacy law. While every state has its own breach notification rule,\textsuperscript{65} no other state has passed a thorough privacy regulation.\textsuperscript{66} The California Consumer Privacy Act (CCPA) was signed in 2018 and went into effect on January 1, 2020.\textsuperscript{67} CCPA adds onto current state laws, providing for further privacy protections for state residents.\textsuperscript{68} Organizations that have at least $25 million in revenue, have personal information from at least 50,000 residents, devices, or households, or make 50\% or more of their annual revenue from selling resident data must comply with CCPA. These rules cover many companies that GDPR would not. The fine for noncompliance is $7,500 per intentional violation, and $2,500 per unintentional violation that is not addressed within thirty days of notice.\textsuperscript{69} In order to comply, companies can create an inventory of California resident data that has been collected or processed, create California resident-facing sites, create a toll-free hotline for residents to submit requests to access their data, provide a “Do Not Sell My Information” link on their site’s homepage, update their privacy policy and data collection processes, and proactively determine the age of their data subjects to avoid being fined for collection of data from minors, among other privacy-protection measures.\textsuperscript{70} Reading through the other California Civil Code sections, it becomes clear that CCPA is not simply based off of GDPR, but also builds on it. CCPA includes basic privacy requirements that can
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be found in GDPR, as well as stricter elements like requiring organizations to have a hotline for data subjects, broadening the definition of “personal data,” and widening eligibility requirements for organizations that must comply.

C. Global Models

At the beginning of this decade, over eighty countries had data protection frameworks in place. As of the end of 2019, fifty-two more countries have joined that list. These countries have employed one or more of four models: the comprehensive, sectoral, co-regulatory, or self-regulatory model.

Countries that follow the comprehensive model “govern the collection, use, and dissemination of personal information” through an agency or other data protection authority (DPA). The EU’s GDPR is a notable example of the comprehensive model; GDPR acts as a one-size-fits-all regulation that certain businesses worldwide must employ to be compliant and avoid fines. Each EU member country has its own DPA, which in turn answers to the EU DPA.

Countries that follow the sectoral model govern only certain aspects or types of personal information. The sectoral model protects privacy by enacting laws that require companies within certain industries to take data protection measures. Like the comprehensive model, the sectoral model uses data protection authorities. The United States enacted the Health Insurance Portability and Accountability Act (HIPAA) in 1996 to address the use and disclosure of individual health information and provide a privacy standard for medical and health information. The U.S. Department of Health and Human Services (HHS) ensures accountability to HIPAA and is responsible for updating the act as needed.

Co- and self-regulatory models both involve a mix of governmental and independent institutions that protect personal information. Industries use the co-regulatory model to enforce privacy and data protection standards in conjunction
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with existing national and state laws. Ireland, for example, allows for codes produced by trade associations and other industry groups to go into effect after being approved by the Data Protection Commissioner and both houses of Parliament. In some countries, industries use the self-regulatory model to enforce standards without the basis of existing laws. This model can be successful in some cases, such as the Payment Card Industry (PCI) Data Security Standard. In 2006, American Express, Discover Financial Services, JCB International, and Visa Inc. formed the PCI Security Standards Council to enforce global payment card security standards like protecting cardholder data and maintaining an information security policy, among other controls.

II. MISSING THE MARK

A. Where the Models are Lacking

While it is not necessarily a weakness that the comprehensive model may be too strict for companies that do not collect or process PII or high-risk personal data, critics point out that the bureaucratic and financial resources required to implement such a model successfully are often hard to obtain and outweigh the risk of personal data being exfiltrated or otherwise compromised. One finds support for this when considering how small the list of countries is where the comprehensive model has been successful; so far, only the European Union has implemented privacy regulations on this scale. Even then, over one quarter of the EU member states were not prepared for GDPR when the deadline arrived. GDPR has also faced thousands of proposed amendments since its enactment reflecting administrative costs that smaller governments, like those of U.S. states, could struggle with. However, the
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tradeoff to these costs is that strict protections are better for user privacy, and changes across industries and jurisdictions can be enacted through a single body.

The sectoral model works best when different industries are regulated based on the risk level of the information they handle. For example, health information should have stricter privacy protection requirements than retail purchase information. A downside of using the sectoral model is that regulations that are not regularly updated can face the same privacy issues they strive to prevent due to the lag time between when a new technology is released and when an update to the regulation is written, edited, agreed upon, and finally enacted. For instance, it took seven years for the Privacy Rule and Security Rule to be added to HIPAA. For those seven years, there were no rules within the act making it mandatory for institutions to obtain patient authorization for the use and disclosure of their private health information, giving patients the right to examine and request copies of their health records, or requiring health data to be encrypted. In 2009, the Health Information Technology for Economic and Clinical Health (HITECH) Act was introduced, requiring privacy health vendors like Google Health and Microsoft HealthVault to provide breach notifications when private health information is accessed or exfiltrated by unauthorized parties. While impressive that gaps in HIPAA’s privacy protection were filled every few years to address new technologies, this is often not the case in countries that follow the sectoral model. More often than not, due to the same financial and bureaucratic resources necessary for the comprehensive model, and to the rotating door of political regimes that provide those resources, the sectoral model quickly lends itself to becoming an outdated source of loopholes for noncompliant organizations. An example of this is the U.S.’s Privacy Act of 1974, controlled by the Federal Trade Commission (FTC). According to the Department of Justice (DoJ), the act “governs the collection, maintenance, use, and dissemination of information about individuals that is maintained in systems of records by federal agencies.” Some important and forward-thinking measures the act put in place include providing individuals notice about which governmental agencies have their information, prohibiting individual data disclosure without obtaining the individual’s
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consent or meeting one of twelve statutory exceptions, and creating a way for individuals to access and amend their data.\textsuperscript{90} Unfortunately, no updates regarding new technologies have been made to the Privacy Act since its creation almost 50 years ago. This means the act has not been modernized to reflect the informational privacy concerns arising from the invention of the Internet. The FTC has not extended this act to cover the private sector either.

Meanwhile, the co-regulatory model is more of a theory than a reality.\textsuperscript{91} In co-regulation, agencies and industry groups theoretically collaborate to develop policies that, in the best case scenario, are approved by the government to become national law.\textsuperscript{92} Ireland’s Data Protection Act, for example, has a code about breach notifications that the Office of Data Protection Commission (ODPC) treats as best practice, rather than authoritative laws the private sector must abide by.\textsuperscript{93} All ODPC-approved codes have otherwise been geared to the public sector.\textsuperscript{94} Even with GDPR’s delineation of co-regulatory rules, it is unclear whether Ireland has taken steps towards compliance by solidifying its co-regulatory practice.\textsuperscript{95}

Lastly, the self-regulatory model has its own accountability issues. Even the most notable instance of self-regulation was motivated by consequences laid out in existing regulations. PCI DSS was created because the increase in credit card fraud and scams at the time, in conjunction with the Truth in Lending Act’s (TILA) stipulation that the credit card companies were liable for large fraudulent charges, meant the companies had to take immediate action to stop losing money.\textsuperscript{96} While industry-developed policies like PCI DSS can be updated for modern technology relatively quickly but since the policies do not have to undergo multiple passes of governmental scrutiny, there is no incentive to update policies if the current version mostly addresses modern issues. There is no requirement or monetary incentive to
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update them. Additionally, the strength of enforcement may not be appropriate in all cases; violating an industry regulation on software updates may carry the same hefty fine as failing to follow data retention policies. Finally, industries that are allowed to create their own regulations will do so based on the incentives of profit or shareholder benefit rather than based on the concern for civil rights that presumably animates governmental agencies. While PCI DSS seems like a success for the self-regulatory model, these companies only had an incentive to protect user privacy because other governmental regulations (TILA) tied that privacy to their own profits. This illustrates why in most other cases, industries simply fail to protect their users’ data.

B. Where the Consumer Experience Is Lacking

When a consumer signs up for a new service, he or she must agree to the terms and conditions and privacy policy to finish the account creation or application installation process. Regardless of whether the new account is for a social media site or a banking app, the user must agree to that company’s policies if they wish to use the service. More often than not, users will click the “Agree” or “Okay” button to continue without reading the policies. It is understandable that users do not read about how their privacy may be infringed if they finish creating their account; privacy policies are intentionally dense and unnecessarily long. To meet industry guidelines, companies will often add boilerplate language to their privacy policies without any trimming or editing, making it harder for the average user to understand how this language applies to them and their intended use of the product. On top of this, longer terms and conditions can be used to disincentivize the user from discovering what exactly they are agreeing to.

Carnegie Mellon University professor and former Chief Technologist of the Federal Trade Commission Lorrie Faith Cranor found that it would take more than 200 hours for the average Internet user to read all of the privacy policies for all the websites they visit each year, not including third-party advertiser and analytics policies that users implicitly accept just by visiting those websites. Nationally, that equates to an estimated economic loss of $365 billion per year. In his study about public knowledge of technology and the web, University of Pennsylvania
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communications professor Joseph Turow found that “most people don’t actually read privacy policies” and assume that the title implies it describes how a company will keep user information private.\textsuperscript{102} Turow confirms that privacy policies are filled with technical jargon clearly not meant for consumers.\textsuperscript{103} One of the questions in Turow’s study asks users to determine if the following statement is true or false: “When a company posts a privacy policy, it ensures that the company keeps confidential all the information it collects on users.” 52% of Internet users incorrectly believed this statement was true.\textsuperscript{104}

Based on these studies, users believe that companies that update or have privacy policies are actively protecting user privacy, when in fact they may be exposing that data to breaches or selling it to third parties. If companies are protecting user privacy as consumers believe, then the user has no reason to read through the unnecessarily complex and lengthy policies they are required to accept to begin or continue using a company’s services. If consumers do not read these policies, they are unlikely to object to them. If there are no objections, companies have no incentive to improve these policies, and therefore they remain vulnerable or continue selling user data. The private sector relies on this negative feedback loop to avoid implementing more robust protections for user privacy.

III. DISCUSSION AND MITIGATION

A. Lessons Learned from Existing Regulations

Before GDPR was implemented, American companies that faced data breaches had to update their state’s Attorney General, follow that state’s breach notification laws, and notify shareholders and the affected parties. That may seem tedious, but pre-GDPR, this process did not carry any significant fines or punishments for what was often technological irresponsibility or a lack of proper data security measures. In the now infamous Cambridge Analytica scandal, Facebook allowed third-party developers to access user data and target users, all without user consent.\textsuperscript{105} Before GDPR went into effect, the UK’s Information Commissioner’s Office (ICO) fined Facebook only £500,000, despite the over 1 million UK users who were affected and
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£31.5 billion the company made that year in global revenue. Facebook’s fine pales in comparison to the fines given to unsecured companies after GDPR was enacted. International airline British Airways and international hospitality chain Marriot were the first culprits to receive GDPR fines, facing totals of £183 million and £99 million out of their £13 billion and £16 billion yearly revenues, respectively, for breaches of customer data. If Facebook had been fined today, it would have owed up to £1.26 billion, or 4% of its revenue, making the fine less of a slap on the wrist and more of an accountability check for the social media giant, as well as an example to others. Companies can no longer respond to a breach with an apology email and no formal security updates. The GDPR and future CCPA fines are more than an annoyance—they are a reminder that there are real consequences to allowing data breaches to occur.

Another way regulations can protect users lies in the language they use. The wording in GDPR and POPIA is clear in places and approaches legalese in others. This does not come as a surprise, as both regulations are laws. The issue with using legal language to describe data privacy, a technical concept with technical solutions, is that legal writing “contains vague, general wording that actually means very little unless read in a specific context . . . and clear absolute statements from which no variation seems possible.” If laws are vague and absolute in the wrong places, compliance becomes more difficult and user privacy suffers.

Article 24 of GDPR states “the controller shall implement appropriate technical and organizational measures to ensure and to be able to demonstrate that processing is performed in accordance with this Regulation.” Article 6 allows companies to continue to process personal data if they have “a legitimate interest” in processing that data. In this case, it is up to the controller to decide what solution is appropriate enough to comply with the regulation while ensuring the data that is
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processed is still usable and is legitimately important to their company. Similarly, the language in POPIA requires breaches to be reported “as soon as reasonably possible,” which can be interpreted as narrowly or broadly as the breached company’s DPO would like, and not necessarily in a way that would protect user privacy the most.113

GDPR protects not just EU citizens, but “data subjects,” a term which includes EU citizens, residents, and in some cases, anyone else who has performed a transaction with an EU business. Unlike POPIA’s breach notification clause, this intentionally vague terminology clearly benefits consumers as it forces EU businesses to comply with the regulation for all of their data and not just that of citizens.114 The protective intent behind “data subjects” is confirmed in and clarified by specific language elsewhere in the regulation.115

The specific language in GDPR requires companies to provide a breach notification within seventy-two hours of discovering a security issue not just when data is stolen, but when it is changed, lost, or accidentally disclosed.116 Scenarios under which notification is required benefit consumers because previously no notice was required unless illicitly accessed data was actually stolen.

However, if the language in this section was even less specific and included all instances of unauthorized access by a third party, economic principles support the conclusion that consumers would be even better protected. Two conditions of perfect competition in economics, which allows idealized free markets to operate most efficiently, are that services are truly interchangeable, or homogenous,117 and that consumers have perfect information.118 If the first condition is assumed to be true and consumers are given full knowledge about the collection and use of their information, they can then compare privacy practices across all available substitute companies that provide that service. Full transparency about privacy practices allows

114 See infra note 115.
115 Art. 3(2) states “This Regulation applies to the processing of personal data of data subjects who are in the Union.” Art. 3(1) states: “This Regulation applies to the processing of personal data in the context of the activities of an establishment of a controller or a processor in the Union, regardless of whether the processing takes place in the Union or not.”
116 GDPR § 4.
consumers to make better choices because it forces companies to compete for business from the consumer by updating and maintaining privacy practices that are favorable to users. Companies would try to improve their data protection because it would ostensibly increase their revenue, and consumers would benefit from choosing the service that provides the most privacy. To provide consumers with the most privacy, the proposed U.S. regulation would then need to prioritize transparency about their privacy practices.

One thing to keep in mind is that there are some services, like the social media site Facebook or the LGBT dating app Grindr, that do not have true substitutes. The necessity for a critical mass of users on these sites means that their services are not interchangeable with any would-be competitors, thus true competitors do not actually exist on the market. This is a problem for consumers because both companies have faced multiple data breaches. Yet these companies have no incentive to enact full security and privacy mitigations because consumers have no substitute to turn to, and simply have to accept the level of security and data privacy those apps provide. Such companies without competitors have no incentive to self-regulate. Separately, there are websites like Reddit that have a strong enough brand loyalty from their consumer base that users would likely continue using their site even if they do no more than the required minimum to protect consumer privacy.

Since its “go-live” date, GDPR has had mixed reactions. A survey was conducted in the United Kingdom to assess the public’s reaction to GDPR three months after enactment. Fifty-seven percent of consumers felt they had a better understanding of how companies used their personal data, and 65% believed it had not changed their experience with brands they use. What is shocking is that 90% of the respondents thought they had witnessed brands acting unlawfully and trusted those brands less as a result. This means that shortly after the deadline, consumers
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felt they better understood how their data was being used, and while it did not change their daily experience, this new understanding of how little user privacy companies actually protect negatively affected their trust. In the year after the GDPR deadline, consumers submitted 4,113 privacy complaints in Ireland alone, UK companies reported a total average of 500 breaches per week, and the ICO assigned €56,000,000 in fines to ninety-one noncompliant companies. The increase in reporting metrics from both consumers and companies demonstrates the efficacy of a comprehensive model for privacy regulation in addressing abuse.

CCPA may not be a national law, but it still affects more businesses than just those within the state. Any business that collects, uses, or processes the data of California residents must comply with CCPA. Additionally, the intentionally vague definition of “personal information” as “any information that . . . relates to . . . a particular consumer or household” requires more companies to comply with the act and protects the privacy of more consumers than would be covered by a narrower definition. While the existence of CCPA does not mean other states will immediately follow suit with equally strict regulations, other states like Washington and Illinois are already in the process of creating their own privacy bills. As of the end of 2019, Maine has signed a bill into law, which will go into effect in July of 2020. Each additional state that enacts such a law will bring its own compliance costs and challenges for businesses to navigate.

One issue to keep in mind with state-specific privacy laws is that certain states would require companies to comply with their stricter privacy protection rules, which might drive businesses that do not want to or cannot afford to comply into another state that does not have such a requirement. While states should also consider whether the rigidity and penalties in their privacy laws may squash innovation, privacy has value separate from profit. Furthermore, states can look to the example of Silicon Valley companies that have not left the state and continue to be profitable despite CCPA.

---
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B. What We Can Do

High-impact breaches have become more prolific every year. In 2017, Equifax faced a security breach that exposed the personal information of 147 million people. In 2018 and 2019, Facebook faced multiple security breaches, affecting over 600 million total accounts. In 2019, Capital One faced a security breach that exposed over 100 million Americans’ credit applications with distinct private information like Social Security Numbers. Despite the severity of these annual breaches, there has not been a single national regulation to address the lack of data privacy protections.

It is true that the word “privacy” does not appear in the Constitution. Justice Scalia previously asserted that the Court should not assume that there is a constitutional right to informational privacy, as there is no such right explicitly provided for in the Constitution. The Court in Katz even states that the “Fourth Amendment cannot be translated into a general constitutional ‘right to privacy.’” However, that immediately precedes a statement equating the “right to be let alone by other people” to “the protection of [man’s] property and of his very life.”

While the Court in Katz does argue for privacy regulations to remain the responsibility of the states, in modern times, that solution would not adequately protect Americans. Just as the Court in Furman v. Georgia put a moratorium on the ability of states to impose the death penalty, so can the federal government decide that states should not have the primary role in creating baseline privacy regulations. The moratorium enforced by Furman reflected the view that states

---

127 See supra note 1.
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135 Furman v. Georgia, 408 U.S. 238, 238–40 (1972) (The Court placed a moratorium on states’ rights to impose the death penalty, because states were violating the Eighth and Fourteenth Amendments...
were not properly protecting their citizens’ rights. It was lifted when states passed laws one by one to meet the Court’s standard of protection. With privacy in the age of the Internet, however, states would pass potentially conflicting patchwork laws, each of which would bring additional compliance and uncertainty costs to businesses, and thus to citizens. Because of this, states are unlikely to reach a satisfactory standard of privacy protection on their own.

Having patchwork state laws without a national comprehensive-model privacy regulation as the baseline to build off of is like babyproofing the beach house as a hurricane threatens the coast. It is a good solution for the wrong problem, which makes it the wrong solution for this problem.

Tech companies like those behind the Committee to Project California Jobs, an Amazon, Microsoft, Uber, and Google-funded group that lobbied against CCPA, object to this kind of regulation. They claim it would squish innovation if enacted now, and that any such regulation can wait. America has witnessed laws lag behind demand for social change before. Support for LGBT marriage has been steadily increasing for sixteen years. The plurality of U.S. adults supported LGBT marriage in 2011, but it was only recently addressed by the Court in 2015. Similarly, support for privacy regulation in the United States is already very high. In fact, in a 2019 Pew study, 79% of Americans stated they were concerned about the way their data was being used by companies and 81% felt they had very little or no control over the data that companies collected about them. Sixty-three percent of Americans said they understand very little or nothing at all about the current data privacy regulations in place. Given this sentiment and the constant plague of privacy issues such as breaches and login credential theft, we should not let the enactment of these regulations lag any further.

by failing to give citizens adequate due process and life/liberty rights, until states enacted specific death penalty laws that were not cruel and unusual and involved better due process.


137 Id.


141 Id.

Journal of Technology Law & Policy
Volume XXI—2020-2021 • ISSN 2164-800X (online)
Americans support having new privacy regulations—regulations that would inevitably come with new costs. However, enacting a comprehensive privacy regulation would not give companies carte blanche to displace costs to customers. There is discontentment with the current privacy climate in the United States, but that does not mean that consumers are willing to directly pay for improvement. The Center for Data Innovation found that only one in four Americans would pay a monthly subscription fee for companies like Facebook and Google to collect less of their data. And that is completely understandable—America should improve privacy protections in a way that minimizes the cost to consumers.

The best way to minimize these costs is to craft a national privacy regulation using the comprehensive model. The cost companies will face to comply with CCPA over the next decade is forecasted to be up to $16.4 billion. For companies to “absorb” that kind of cost, they would inevitably offload some of it onto the consumer. Companies that have a presence in multiple states will face an even higher bill when they take into account the costs associated with each state’s privacy laws. If more states continue to enact patchwork data privacy bills, the compliance costs and potential conflicts will further harm our economy and increase uncertainty.

Instead, Congress should pass a law that expands the role of the FTC, empowering them to protect consumers’ privacy not just from government agencies, as provided in the Privacy Act of 1974, but also from increasingly powerful private entities. This would allow the FTC, which has become the most influential regulating force on information privacy in the United States, to create and enforce new, relevant regulations to serve as a national baseline for privacy protections. States would then have the option to further build upon these protections. The agency would update terms to match modern technological, data security, and privacy developments, and would pass new rules that no one in 1974 could have foreseen the need for. The new regulation would deal not only with privacy but also with security, as privacy cannot exist without proper security. “The fact that security implements privacy is a critical point often lost in legal (and other) scholarship and policy

---


adequate data privacy is interconnected with good cybersecurity practices.

The proposed national privacy regulation would cover a necessary minimum set of requirements American businesses over a certain revenue mark must meet, like encrypting data, both at rest and in motion, using the most current government-approved encryption mechanism. It is true that there are real costs associated with making such a change. The ICO’s staff increased roughly 30% to almost 650 contract-based employees because of GDPR, with 722 permanent staff. The ICO’s annual costs also increased from £27 million to £43 million. It would thus make sense for the government to encourage compliance by providing subsidies for small businesses that may not be able to afford such technical protections. Because the proposed regulation would cover basic privacy essentials, it would be up to the states’ discretion to add more stringent rules that businesses in those states would comply with as well, but a national baseline would minimize such variation. The federal regulation would act as a floor for privacy protections. Additionally, the language in the new regulation should be in plain text with the only room for interpretation existing in the consumers’ favor, and should be reviewed every four or so years.

Finally, there should be a contingency plan, in case specific rule enactment does not occur on time. When HIPAA was enacted, HHS, the agency responsible for the regulation, was given a deadline with a contingency plan if it failed to enact an appropriate version of the Privacy Rule. If it failed to revisit the privacy question within thirty-six months, HHS would be directed to promulgate regulations consistent with basic “broad stroke” aspirational goals laid out in the HIPAA.

146 Author note: SHA-1 encryption is still considered proper encryption despite its replacement with newer SHA versions and the sheer number of breaches that have occurred because SHA-1 is decryptable. The proposal would specify that only encryption methods that have not been decrypted yet are valid.
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149 HIPAA § 264(c)(1), 110 Stat. 2033, at 2033 (1996) (stating “If legislation governing standards with respect to the privacy of individually identifiable health information . . . is not enacted by the date that is 36 months after the date of the enactment of this Act [(Aug. 21, 1996)], the Secretary of Health and Human Services shall promulgate final regulations containing such standards . . . .”).
150 HIPAA § 262(a), § 1173(d), 110 Stat. 2024 at 2025–26 (codified as amended at 42 U.S.C. § 1320d-2(d)) (listing the major goals of ensuring integrity and confidentiality of information and protecting against reasonably anticipated threats and unauthorized uses).
Similarly, there can be a failsafe built into the process in case the FTC fails to properly update the protections in the 1974 Privacy Act to more technologically appropriate rules.

IV. CONCLUSION

In just the first two months of 2020, there have already been six breaches affecting over 206 million records.151 No fines have been levied and no consequences have been faced. One of the breached companies stated they were “encourag[ing] customers to remain vigilant in reviewing charges on their payment card statements,” illustrating that the cost displacement problem costs consumers time and stress as well as money.152 It is because of issues like this that Congress should afford the FTC the power to create and enforce an updated national privacy regulation that would serve as a baseline for data protections. Having a baseline gives states the option to enact additional more specific laws if they so choose. That way, even if states do nothing more, citizens’ data privacy can still be sufficiently protected.

This Article calls on congressional power to protect Americans’ data privacy because the executive and judicial branches are not well positioned to make an impactful change to our current privacy landscape. The executive branch can only act within the bounds of laws Congress has already passed. The more outdated the law under which they are acting, the more difficult it is for the executive branch to produce anything meaningful. Additionally, the lag in changes made through the judicial branch is particularly harmful when dealing with something that evolves as rapidly as data privacy. Even if the Supreme Court holds that Americans have the


specific right to informational privacy, it is not a bureaucratic body that can produce
detailed laws to reflect that ruling.\textsuperscript{153}

While CCPA is a step in the right direction and is a better option for those it
protects than no privacy protections at all, it was produced somewhat haphazardly
using the resources of only one state. The reach and experience of a national
bureaucratic agency would allow for a more thorough and systematic regulation.
Further, states rarely need to consider the international impact their laws may have,
leading to laws that are tailored to only their own criteria. CCPA created certain
loopholes both despite and because of its specific language; Google and Facebook
still claim that they are exempt from providing users a way to opt out of the sale of
their personal data, because they do not technically “sell” user data but merely share
it.\textsuperscript{154} This example will inevitably encourage other tech companies to similarly
subvert the spirit of the law. The past several decades have shown that this kind of
abuse is rampant. With more of daily life relying on the Internet and with the breach
count increasing every year, Americans deserve to have their privacy protected
sooner rather than later. The near-constant threat to informational privacy and the
unwillingness of companies to protect it mandates a comprehensive national
regulation to secure the constitutional right to privacy in the 21st century.

\textsuperscript{153} Furman v. Georgia, 408 U.S. 238, 238–40 (1972) (in which the Court did not pass a law ending
the death penalty, but put a moratorium on the death penalty until states created more specific laws in
furtherance of their holding).
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